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these cyclic forcing mechanisms are dominant at
periods shorter than ~10 years and longer than a
few tens of thousands of years (/9). The thick-
ness of the beds in Arabia argues against depo-
sition on diurnal or annual time scales. Annual
accumulation of more than 10 m of sediment
would represent an extremely high deposition
rate and would imply that the kilometer-thick
deposits accumulated in as little as tens of years.
In contrast, deposition at orbital frequencies
(~100,000 years) assumes a modest average ac-
cumulation rate of ~100 um per year. This value
allows for alternating accumulation and erosion
of sediment on shorter time scales, requiring only
that the net deposition is roughly constant over
long time scales.

Bundling within rhythmic sequences has been
a useful indicator of Milankovitch forcing on
Earth. In particular, the 5:1 frequency ratio of the
precession cycle to the eccentricity cycle for Earth
has been observed in the rock record (19, 23). A
hierarchy of this type can be used not only to
confirm the influence of a periodic forcing mech-
anism, but also to translate stratigraphic cycles to
relative time scales (24). At Becquerel crater (Fig. 3),
we observed a roughly 10:1 ratio of frequencies
over several hundred meters of section, for a total
of at least 10 bundles. Individual beds here have a
mean thickness of 3.6 £ 1 m, and the bundles are
36 + 9 m thick. Strata are less distinct near the
bottom of each bundle, making it difficult to ob-
tain a precise count for each cycle.

The obliquity of Mars has the largest effect on
the global climate, and is one of the most fre-
quently invoked mechanisms for climate change
(2, 21, 25, 26). The tilt of the planet’s spin axis
ranges over tens of degrees and can have a strong
effect on climate, changing the mean annual
insolation even at low latitudes by 10% or more,
and affecting the global distribution of volatiles.
Among the leading effects, polar condensation of
carbon dioxide is expected to reduce atmospheric
pressure at low obliquity (27). For an aeolian
depositional scenario, reduced pressure limits the
capacity of the atmosphere to transport sediment
(28). The obliquity of Mars oscillates with a
period of ~120,000 years and is modulated on a
time scale of ~1.2 and ~2.4 million years (29, 30).
Orbital calculations show that this modulation is
expressed more strongly at 2.4 million years for
the recent history of Mars, although the ancient
history is unknown because of the chaotic nature
of the obliquity over long time scales (37). As the
absolute frequencies of these orbital cycles will
not vary greatly over geologic time scales (30),
this 10:1 ratio in the obliquity cycle is a potential
candidate for orbital forcing of the cyclic stra-
tigraphy measured at Becquerel crater. This would
imply a formation of one bed per 120,000-year
obliquity cycle, one bundle per 1.2-million-year
modulation cycle, and deposition of the entire
measured section over roughly 12 million years.

The identification of quasi-periodic signals
within these layered terrains provides a possible
relative chronometer within the martian rock re-

cord. Orbital variations stand out as a possible
driver of the observed quasi-periodicity, although
definitive identification of the cycles involved
will require additional information. Likewise,
whereas an aeolian scenario provides a clear link
to orbital forcing, the specific formation model
remains uncertain. Determination of formation
time scales ultimately provides a calibration for
interpreting the geological history of Mars. With
the tentative but reasonable assumption that some
water was required to lithify the Arabia deposits,
the suggestion of orbital cyclicity implies that a
hydrologic cycle may have been active at least
intermittently over millions of years. In contrast
to the catastrophic surface conditions inferred
from impact craters and outflow channels, this
strong cyclicity observed in the martian rock
record depicts a fundamentally more predicta-
ble and regular environment in the ancient past.
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Photoexcited CRY2 Interacts with
CIB1 to Regulate Transcription and
Floral Initiation in Arabidopsis

Hongtao Liu, Xuhong Yu, Kunwu Li, John Klejnot, Hongyun Yang,

Dominique Lisiero, Chentao Lin*

Cryptochromes (CRY) are photolyase-like blue-light receptors that mediate light responses in plants
and animals. How plant cryptochromes act in response to blue light is not well understood. We report
here the identification and characterization of the Arabidopsis CIB1 (cryptochrome-interacting
basic-helix-loop-helix) protein. CIB1 interacts with CRY2 (cryptochrome 2) in a blue light—specific manner
in yeast and Arabidopsis cells, and it acts together with additional CIB1-related proteins to promote
CRY2-dependent floral initiation. CIB1 binds to G box (CACGTG) in vitro with a higher affinity than its
interaction with other E-box elements (CANNTG). However, CIB1 stimulates FT messenger RNA
expression, and it interacts with chromatin DNA of the FT gene that possesses various E-box elements
except G box. We propose that the blue light—dependent interaction of cryptochrome(s) with

CIB1 and CIB1-related proteins represents an early photoreceptor signaling mechanism in plants.

ate light regulation of cell elongation and
photoperiodic flowering (/, 2), but the
photoactivation mechanism of cryptochrome re-

[ rabidopsis cryptochromes (CRY) medi-

mains unclear. It has been hypothesized that,
similar to other photoreceptors, photoexcited
cryptochromes may interact with target proteins
to regulate gene expression and physiological
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responses (3—7). However, no light-dependent
cryptochrome target protein has been reported in
plants, impeding a direct test of this hypothesis.
We used a yeast two-hybrid assay to screen for
proteins that interacted with Arabidopsis CRY2
in a blue light-specific manner (8). Because cryp-
tochromes contain the same chromophores—
flavin adenine dinucleotide (FAD) and methylte-
trahydrofolate (MTHF)—as that of yeast DNA
photolyase (9—11), we reasoned that an Arabi-
dopsis cryptochrome expressed in yeast cells
should bind the native chromophores to undergo
light-dependent protein-protein interactions.
Four clones identified in our screen encode
various lengths of a basic helix-loop-helix (HLH)
protein (At4g34530), which was referred to as
cryptochrome-interacting bHLH or CIB1 (fig. S1).
CIB1 is a bHLH protein, for which the function
has not been reported, but the mRNA expression
is known to be moderately responsive to light
(12). In yeast cells, the full-length CIB1 and the
N-terminal domain of CIB1 interacted with
CRY?2 in blue light but not in red light or dark-
ness, as shown by two different reporter assays
(Fig. 1A and fig. S2). For example, yeast cells
irradiated with blue light at the fluence rate of
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Fig. 1. CRY2 interacts with CIB1 in a blue light—
specific and FAD-dependent manner. (A) p-Gal
assays of yeast cells expressing indicated proteins
irradiated with red light (R18, 18 umolm™2s™%) or
blue light (B6 to B100, 6 to 100 umol m™2 s2) for
the durations indicated. (B) The FAD-binding pocket
of human (Hs), Drosophila (Dm), and Arabidopsis
(At) cryptochromes. Asterisk indicates D387 of CRY2
and equivalent residues in other CRYs (34). (C)
Absorption spectrum of CRY2 and CRY2"*¥7* mutant
proteins. (D) A hypocotyl inhibition assay showing
the lack of photoreceptor activity of CRY2P387A,
(Left) Five-day-old seedlings of indicated genotypes
grown in blue light (20 umol m=2 ™). (Upper right)
An immunoblot probed with antibody to CRY2 (NS is
a loading control). (Lower right) Means of hypocotyl
lengths (n > 20). (E) Immunoblot of samples pre-
pared from 5-day-old etiolated seedlings exposed to
blue light for the indicated time and probed with
antibody to CRY2 and antibody to vacuolar pyro-
phosphatase (vPPase, the loading control). (F) B-Gal
assays of yeast cells grown in the dark (D) or
irradiated with blue light (B, 30 umol m™ s™) for
the time indicated.

15 yumol m 2 s~! showed appreciable reporter
[B-galactosidase (B-Gal)] activity after 60 min
of irradiation (Fig. 1A, B15), but no B-Gal
activity was detected in cells irradiated with
red light of 18 pmol m™s™" for up to 360 min
(Fig. 1A, R18). The CRY2-CIBI interaction
requires relatively high fluence rates. For in-
stance, cells irradiated with 100 wmol m2s!
blue light showed a CRY2-CIBI interaction
stronger than that in cells irradiated with 15 pmol
m~ s~ blue light (Fig. 1A, comparing B100 to
B15), whereas little CRY2-CIB1 interaction was
detected in cells exposed to 6 umol m = s~ blue
light for the time tested (Fig. 1A, B6).

We next examined whether the CRY2-CIB1
interaction was dependent on the chromophores
of the CRY2 photoreceptor. Because none of the
previously isolated cry2 mutant is known to spe-
cifically affect chromophore binding (2, 13), we
prepared a site-specific ¢ry2 mutant, CRY2P3%74,
in which the residue aspartic acid at position 387
was changed to alanine. The residue D387 of
Arabidopsis CRY?2 is part of the FAD-binding
pocket conserved in cryptochromes from Arabi-
dopsis to human (Fig. 1B and fig. S3) (/4). In
contrast to the wild-type (WT) CRY?2 protein, the
CRY2P*¥A mutant protein expressed and puri-
fied from insect cells does not contain flavin (Fig.
1C). The flavin-deficient CRY2"*¥"* fusion pro-
tein expressed in Arabidopsis is “blind” in two
blue-light responses: It failed to mediate blue-
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light inhibition of hypocotyl elongation (Fig. 1D),
and it showed no blue light-induced degradation
(Fig. 1E). The CRY2"**"* mutant protein did not
interact with CIB1 in yeast cells (Fig. 1F and fig.
S2A). The lack of interaction between CRY2P387A
and CIB1 is unlikely due to denaturation of the
CRY2"*7A mutant protein, because CRY2”*874
interacted with constitutive photomorphogenic
protein 1 (COP1) in a light-independent manner
similar to that shown by the WT CRY2 protein
(15) (fig. S2E). In addition to flavin, crypto-
chromes are also known to associate with a
folate, MTHF, which acts as the second chromo-
phore (10, 16). However, folate usually disasso-
ciates from the apoprotein during purification,
and recombinant plant cryptochromes purified
from insect cells contain little folate (Fig. 1C)
(11, 17, 18). The folate-deficient CRY?2 interacted
with CIB1 regardless of light in the in vitro pull-
down assays (fig. S2C). It remains unclear whether
the lack of light responsiveness of the CRY2-CIB1
interaction in vitro was due to the experimental
conditions used or the lack of folate of the puri-
fied CRY?2.

CIBI is a nuclear protein that colocalized
with CRY?2 in the nucleus (fig. S4), and it in-
teracted with CRY2 in plant cells in the BiFC
(bimolecular fluorescence complementation) as-
say (fig. S5). Strong fluorescence was detected in
the nuclei of cells cotransfected with C-terminal
cyan fluorescent protein (cCFP)-CRY2 and N-
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terminal yellow fluorescent protein (nYFP)-CIB1
plasmids (fig. S5), suggesting reconstitution of
the fluorophore upon cCFP-CRY2-nYFP-CIBI

A Input Preim CRY2-IP
RBW RBWRB W

l-“

interaction. In contrast, no fluorescence was de-
tected in cells transfected separately with the
c¢CFP-CRY2 or nYFP-CIBI1 plasmid (fig. SS5).

B Gwt GGGCCACGTGCGCGGGCCACGTGCGE
Gm3 GGGCCAAGTGCGCGGGCCAAGTGCGC
Gm6 GGGCAAAAAACGCGGGCAAAAAACGC

CRY2 g \ o RB

REPORTS I

Because of technical difficulties using the BiFC
method to study light effects, we examined the
CRY2-CIBI complex formation in plants ex-

Fig. 2. CIB1 interacts with CRY2 and regulates
transcription in plant cells. (A) Co-IP assays of
samples prepared from 12-day-old 35S:MycCIB1
seedlings grown in continuous red light, pretreated

_— I"-'(/// —'-'{ in MG132, then exposed to white light (W) d
' CiB1 ' P g or fe
- ! . - . light (R), or blue light (B, 20 umol m™2 s™%, 20 min).
C 14 r D 08~ Total proteins (Input) or IP product of antibody to
1.2 L Gwt Gwt M Red CRY2 (CRY2-IP) or preimmune serum (Preim) were
: probed, in immunoblots, by the antibody to CRY2,
1.0 0.6 stripped, and reprobed by the antibody to Myc
Z osl (MycCIB1). (B) Structure of the G-box—driven dual-
o 0.4 Luc reporter gene and DNA sequences of the re-
o 06 combinant G-box (Gwt) or mutant promoters (Gmé
3 04} and Gmt3). 35S promoter (black arrow), 35S mini- ©
0.2 0.2 mum promoter (white arrow head), Renilla luciferase 8
“r (REN), firefly luciferase (LUC), and T-DNA [left border N
0 0 (LB) and right border (RB)] are indicated. (C to F) N
12 34 56 738 Relative reporter activity (LUC/REN) in plants of the )
CRY2 - - + + indicated genotypes, light condition, and effector 'g
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E 0.5¢ Gmeé F 08 Gm3 mutant; CRY2++, CRY2 overexpressing in the WT a
background. Leaves were transfected with the 5
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Fig. 3. CIB1 promotes floral initiation in a CRY2-dependent manner by stimulating the ~ Of I
FT mRNA expression. (A and C) 23-day-old (A) or 78-day-old (C) plants of indicated T TR < TR~

genotypes grown in long-day (LD) photoperiods (16 hours light, 8 hours dark). (B and D)
The time to flowering and the number of rosette leaves at the time of flowering of the

Time (hr)

indicated genotypes shown in A [for (B)] and C [for (D)]. (E) Quantitative PCR (qPCR) results showing mRNA expression of the indicated genes in the
WT (black diamonds) and transgenic plants overexpressing CIB1 in the WT background (CIB1/WT, blue circles). Plants grown for 6 days under LD
photoperiod (light phase, white; dark phase, black) were transferred to continuous white light for 2 days (subjective dark phase, striped). Samples were
collected every 3 hours for 1 day in photoperiod and 2 days in continuous light, and the representative results of gPCR are shown.
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pressing Myc-tagged CIB1 (MycCIB1/WT),
using a coimmunoprecipitation (co-IP) assay
designed to detect unstable protein complexes
(8, 19. In this experiment, seedlings were pre-
treated with the proteasome inhibitor MG132
to block blue light—-dependent CRY?2 degrada-
tion (20). Samples were then exposed to red
light, white light, or blue light (20 umol m % s")
and subjected to co-IP analyses. CIB1 was co-
precipitated with CRY2 in samples irradiated
with white light (Fig. 2A, W) or blue light (Fig.
2A, B). In contrast, little CIB1 was coprecipi-
tated with CRY?2 in samples irradiated with red
light (Fig. 2A, R). These results argue strongly
that blue light stimulates accumulation of the
CRY2-CIB1 complex in plant cells. Taken to-
gether, we concluded that CRY2 increases its
affinity to CIB1 and CIBI-related proteins in re-
sponse to blue light.

Like many bHLH proteins, CIB1 interacted
in vitro with the highest affinity to an E-box
(CACGTG) DNA sequence, which is also
known as G box (21) (fig. S6). To determine
whether CIB1 may act as a transcriptional reg-
ulator in vivo, we developed a transient tran-
scription assay in Arabidopsis plants (8), using
a dual luciferase assay (Fig. 2B) (22). We exam-
ined the effects of Myc-tagged CIB1 (MycCIB1)
transiently expressed in plants of different geno-
types on the activity of the recombinant G-box
promoter under different light conditions (Fig. 2,
C to F, and fig. S7). As shown in fig. S7A,
both the endogenous CRY2 and transiently ex-
pressed MycCIB1 acted as the suppressor of
the recombinant G-box promoter in this assay

system. The G-box reporter showed MycCIB1-
and cryptochrome-independent activities, and
MycCIB1 exhibited blue light— and cryptochrome-
independent activities (Fig. 2, C and D, and fig.
S7A). These observations may be explained by
the fact that the activity of the recombinant
G-box promoter was affected by multiple photo-
receptors and transcription factors in vivo and
that CIB1 may have a blue light/cryptochrome-
independent effect on transcription. On the other
hand, our results also demonstrate that (i) crypto-
chromes mediate blue-light suppression of the
recombinant G-box promoter (Fig. 2, C and D,
and fig. S7B, comparing 1/2 to 5/6); (ii) CIB1
possess a blue light— and cryptochrome-dependent
activity suppressing the G-box promoter (Fig. 2C
and fig. S7B, comparing 3/4 to 7/8, and 5/6 to
7/8); and (iii) the activities of cryptochrome
and CIB1 are detected on the reporter promoter
containing G box but not on the reporter pro-
moter lacking G box (Fig. 2, comparing 2D and
2E). We concluded that CIB1 is a transcription
regulator and that the transcriptional regulatory
activity of CIB1 is at least partially dependent
on blue light and cryptochromes.

The cibl loss-of-function mutant showed no
apparent phenotype (fig. S8), which suggests that
the function of CIB1 may be redundant to that of
other bHLH proteins. To test this hypothesis, we
examined seven bHLH proteins related to CIB1,
including CIBS5, which interacts with both CRY?2
and CIB1 (figs. S1 and S8). The cibIcib5 double
mutant showed a mild but statistically significant
delay of flowering under the photoperiodic in-
duction condition (23, 24) (fig. S8), which sug-
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Fig. 4. ChIP-PCR showing interaction of CIB1 and chromatin regions of the FT
gene. (A) A diagram depicting the putative promoter (arrow), 5'UTR
(untranslated region) (gray line), exons (black boxes), introns (striped boxes),
3'UTR (gray line), and the putative terminator (white box) of the FT gene. Black
and white circles indicate positions of E boxes (CANNTG) and 4-nucleotide core
of G box (ACGT), respectively. The diamond symbol indicates the position of a
CCAAT box. Blue solid lines or black dashed lines depict the DNA regions that
were amplified or not amplified by ChIP-PCR using the indicated primer sets,
respectively. (B) Representative results of the ChIP-PCR assays. Chromatin

gests that CIB1 may act to promote floral
initiation and that multiple CIB1-related proteins
may act redundantly. Consistent with this hy-
pothesis, transgenic plants overexpressing CIB1
in the WT background flowered significantly
earlier than the parents in two different light con-
ditions tested (Fig. 3, A and B, and fig. S9). We
reasoned that if the function of CIB1 in pro-
moting floral initiation is directly related to its
physical interaction with CRY2, this activity of
CIB1 should be dependent on CRY2. Indeed,
transgenic plants overexpressing CIB1 in the
crylery? mutant background (CIBl/crylcry2)
flowered at the same time as the crylcry2 parent
in both light conditions tested (Fig. 3, C and D,
and fig. S9), demonstrating that the function of
CIBI1 in promoting floral initiation is dependent
on CRY2. The different effects of CIBI1 over-
expression in the two different genetic back-
grounds is not due to different levels of CIB1
expression, because CIB1 protein level in none of
the three independent CIB1/crylcry2 lines tested
was lower than that in any of the three independent
CIB1/WT lines tested (fig. S9B).

Transgenic plants overexpressing CIB1 exhi-
bited elevated mRNA expression of the flowering-
time gene F7 (Fig. 3E and fig. S10). CIBI
appeared to affect primarily the amplitude, but
not the period, of the circadian rhythm of the FT'
mRNA expression (Fig. 3E and fig. S10). CIB1
did not seem to affect mRNA expression of other
genes tested, including CCA1 or LHY, which are
the clock genes possessing the G-box promoter
elements (7) (Fig. 3E and fig. S10A). These re-
sults indicate that CIB1 may not necessarily tar-

OwWT
M MycCIB1

fragments (~500 base pairs) were prepared from 7-day-old WT seedlings or
transgenic seedlings expressing MycCIB1 (MycCIB1/WT), immunoprecipitated
by the antibody to Myc, and the precipitated DNA PCR-amplified using the
primer pairs indicated. Input, PCR reactions using the samples before
immunoprecipitation. (C) ChIP-PCR results for the primer pairs that were
repeated at least three times were quantified by normalization of the Myc-IP
signal with the corresponding input signal (IP/input). The standard deviations
(n > 3) are shown. (D) GUS staining of a seedling expressing the CIB1::GUS
transgene; different magnifications of the same sample are shown.

5 DECEMBER 2008 VOL 322 SCIENCE www.sciencemag.org

Downloaded from www.sciencemag.org on December 4, 2008


http://www.sciencemag.org

get the G-box elements in vivo, although it has
the highest affinity to the G-box DNA in vitro.
Consistent with this notion, CRY2 and CIB1
exhibited similar effects on a recombinant E-box
reporter (Gm3, CAAGTG) as they did on the re-
combinant G-box reporter in vivo (Fig. 2, com-
paring D to F), although this E box interacted
with CIBI1 poorly in vitro (fig. S7). This result
suggests that CIB1 may heterodimerize with
other proteins, such as CIBS, to interact with E
boxes in vivo. We therefore examined whether
CIB1 might interact with the 7 gene that con-
tains various E-box elements, except G box,
throughout the genomic DNA (Fig. 4A), using
the ChIP-PCR (chromatin immunoprecipitation—
polymerase chain reaction) assay. Figure 4, B and
C, shows that CIB1 indeed interacted with chro-
matin fragments associated with the F7 genomic
DNA in vivo. Given that CRY2 control of FT
transcription took place primarily in the vascular
bundle cells (25), we also tested whether CIB1
was expressed in those cells. Analyses of the
GUS (B-glucuronidase) reporter expression in
transgenic plants expressing GUS under control
of the CIB1 promoter demonstrated that CIB1
promoter was active in the vascular bundle cells
(Fig. 4C). These results support a hypothesis that
CIBI interacts with the E-box regulatory ele-
ments of the /T gene, whereas CRY?2 interacts
with CIB1 in response to blue light to affect FT'
transcription and floral initiation.

It has been previously shown that crypto-
chromes mediate blue-light activation of FT
mRNA expression by suppressing CO proteolysis
(23, 24). The effect of CRY2 on CO protein can be
explained by interaction between cryptochromes
and the COP1 complex (15, 26, 27) (fig. S2E),
because COPI1 acts as an E3 ubiquitin ligase
partially responsible for the CO ubiquitination and
degradation (15, 26, 27). On the other hand, our
study indicates that CRY2 also functions by

interacting with CIB1 to directly affect FT
transcription. Therefore, cryptochromes may me-
diate photoperiodic control of floral initiation by at
least three different mechanisms: suppression
of CO protein degradation (23), regulation of
light entrainment of the circadian clock (28), and
direct modulation of F7T transcription (fig. S11).

Cryptochrome is the only photoreceptor found
in all three major evolutionary lineages, from
bacteria to plants and animals, although its role as
a photoreceptor in mammals remains controversial
(29-31). It has been previously shown that mouse
cryptochromes physically interact with two bHLH
proteins, CLOCK and BMAL, to suppress their
activity on the E-box—dependent transcription
(32). Given the current hypothesis that crypto-
chromes evolved independently in different lin-
eages (29-31, 33), it remains to be explained how
the three-party molecular interaction of CRY,
bHLH transcription factors, and E-box DNA
elements have evolved in organisms as remotely
related as mouse and Arabidopsis.
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A Stress Signaling Pathway in
Adipose Tissue Regulates Hepatic

Insulin Resistance
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1,24

A high-fat diet causes activation of the regulatory protein c-Jun NH,-terminal kinase 1 (JNK1) and triggers
development of insulin resistance. JNK1 is therefore a potential target for therapeutic treatment of
metabolic syndrome. We explored the mechanism of JNK1 signaling by engineering mice in which the
Jnk1 gene was ablated selectively in adipose tissue. JNK1 deficiency in adipose tissue suppressed high-fat
diet—induced insulin resistance in the liver. JNK1-dependent secretion of the inflammatory cytokine
interleukin-6 by adipose tissue caused increased expression of liver SOCS3, a protein that induces hepatic
insulin resistance. Thus, JNK1 activation in adipose tissue can cause insulin resistance in the liver.

etabolic stress caused by a high-fat diet
M(HFD) results in activation of the reg-

ulatory protein JNK1 (7). JNK1 is ac-

tivated, in part, by increased serum-free fatty
acids that induce a stress signaling pathway in
target tissues (2). JINK1 phosphorylates the adapter

protein insulin receptor substrate 1 (IRS1) at an
inhibitory site that can block signal transduction by
the insulin receptor (3). JNK1 may therefore di-
rectly induce insulin resistance (4). However,
JNK1 may also influence insulin sensitivity indi-
rectly. Thus, JNK1 may act in hematopoietic cells
to regulate the expression of cytokines that can
influence insulin sensitivity (5). Indeed, myeloid
cells, including macrophages, may be critical (5).

To examine the role of INK1 in myeloid cells
during the development of diet-induced insulin
resistance, we examined the phenotype of mice
with JNK1 deficiency in myeloid cells (figs. S1
and S2) and hematopoietic cells (fig. S3). No sig-
nificant difference in the response of these JNK1-
deficient HFD-fed mice, compared with control
HFD-fed mice, was detected in glucose and in-
sulin tolerance tests (figs. S2 and S3). These data
indicate that, although JNK1 in hematopoietic cells
may contribute to HFD-induced insulin resistance,
other cell types must also participate in the devel-
opment of insulin resistance. Adiposity is known
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